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Abstract

We consider the role of differences in outside wages—the wages

earned by similar workers in other jobs—in shaping pay differentials,

focusing on the gender dimension in the U.S. during 1980-2010. Us-

ing instruments that exploit differential exposure to common industry

wage shocks, we find a substantial role for outside wages. Differences

in outside wages account for one-half of the level of, and trends in, the

unexplained gender wage gap. Our results offer a reinterpretation of

trends in the gender wage gap, and suggest that standard wage decom-

positions are systematically misleading.

1 Motivation

A variety of economic models imply that a worker’s wage is causally affected

by the wages earned by similar workers in other jobs. In this paper we take
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seriously the possibility that a worker’s wage is influenced by the average

wage earned by those of the same gender—what we call their outside wage.

Our interest lies in a natural consequence of this: the possibility that wage

gaps, even between otherwise identical workers, are sensitive to differences in

outside wages. Given that the wage spillovers inherent in such settings have

consequences for interpreting past trends and for crafting future policy, our

goal is to quantify the relevance of this possibility.

Our specific focus is on the within-industry gender wage gap among non-

college workers in the U.S. between 1980 and 2010. This setting is particu-

larly useful for our purposes for two reasons. First, this period saw significant

changes in the within-industry gender wage gap. Figure 1 shows how this gap,

similar to the unadjusted gender wage gap (Blau and Kahn (2006)), narrowed

significantly over this period and particularly in the 1980s. Second, the pe-

riod saw structural changes that had a significant impact on outside wages.

The impact of forces such as globalization, deregulation, de-unionization, and

routinization was particularly pronounced for less-educated workers, and espe-

cially so for men (Binder and Bound (2019)). Figure 1 also shows how the real

wages of non-college workers fell for both men and women, especially during

the 1980s, but that the decline was much larger for men.

Our approach focuses on the variation in outside wages that stem from

an economy’s industrial structure. The key idea is that an economy’s array

of industrial advantages will generally imply quite different outside wages for

men and women. For instance, the characteristics of an economy’s steel sector

will influence the outside wages of workers in the retail sector, but much more

so for men owing to their greater propensity to work in the steel sector. If

wages in the steel sector decline, say because of greater import competition,

then so too will the quality of outside wages of males relative to females in

the retail sector, potentially affecting the gender wage gap in retail. This

effect will be stronger in periods where wages in steel declined more rapidly

(e.g. in the 1980s) and in places where the steel sector is more prominent (e.g.

Pittsburgh).1 We generalize this argument in Section 2 where we construct

1Note that this argument concerns industry-specific wages, and does not rely on changes
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Figure 1: Gender Wage Gap Narrows Because Male Wages Fall More
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Notes: The figure uses data from Outgoing Rotation Group (ORG) Supplements
of the Current Population Survey. The wage series are calculated as the average log
wage for each gender-education group using fixed weights, where the fixed weights
hold the within-group age and sub-education composition constant over time. The
plotted series are smoothed using a three-year moving average.

a measure of gender differences in exposure to high-paying industries. We

present a series of stylized facts showing how, consistent with our argument,

this measure predicts within-industry gender wage gaps across time and space.

The stylized facts in section 2 suggest the relevance of outside wages and

motivate a more careful analysis. Our empirical strategy is derived from a

class of economic models in which workers of a given type (gender) earn an

equilibrium wage that depends on their industry and the average wage among

workers of the same type. We address the obvious endogeneity issue in mul-

in industry-specific employment. Indeed, as will become clear, our empirical strategy dis-
cards variation stemming from changes in employment. Our argument (and results) thus do
not rely on the well-documented decline in employment in male-dominated industries (e.g.
Autor et al. (2013)). See Beeson et al. (2001) for a discussion of the causes and consequences
of the decline in steel wages experienced in the U.S. in the 1980s.
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tiple ways. First, we exploit variation across gender, industries, local labor

markets (commuting zones, CZs), and time. This allows us to control for

any unobserved characteristics that affect average wages of gender×CZ×year

cells that arise at the level of industry×gender×year, industry×gender×CZ,

and industry×CZ×year. In practice, we ask whether places that saw large

changes in within-industry gender wage gaps also tend to be places that saw

large changes in the raw gender wage difference. This still leaves us with a

mechanical endogeneity problem due to unobserved place-specific drivers of

changes in within-industry gender pay gaps. We deal with this by using the

inner product structure of average wages to propose a range of Bartik-style in-

struments. These instruments predict the change in a location’s gender gap in

outside wages without using variation stemming from a change or gender dif-

ference in any location characteristic. Instead, the instruments predict gender

differences in exposure to common national-level industry wage shocks using

the location’s lagged industry structure and the national-level gender compo-

sition of each industry. Finally, we also use a series of controls in an attempt

to capture potential confounders, and we probe the robustness of our findings

in various ways (in section 5.2).

Our results suggest that gender differences in outside wages have a sub-

stantial impact on within-industry gender wage differentials. We find that

gender differences in outside wages are responsible for around 50% of the level

of, and change in, the within-industry wage gap in any given year. Further-

more, our results suggest important general equilibrium effects whereby any

factor that has a direct effect on the raw gender wage differential will also

have implications for outside wages and therefore will have an indirect effect

on within-industry gender wage differentials. We estimate that direct effects

are accompanied by additional indirect effects around two-thirds as large. By

ignoring such indirect effects, a standard Blinder-Oaxca decomposition will

systematically inflate the unexplained component and will suggest an effect

size that is only 60% of the actual total effect.

Our work contributes to an enormous literature concerned with under-

standing wage differentials, and in particular that work concerned with gender
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wage differentials.2 This literature overwhelmingly focuses on internal condi-

tions and emphasizes women’s gains.3 Our work contrasts with this literature

in two main ways. The first is our emphasis on external conditions. Existing

explanations are surely relevant, and we take great care to control for them

in our empirical strategy. Still, we find that outside wages are at least as

relevant for understanding the gender wage gap as all internal conditions com-

bined. The second is our emphasis on men’s losses.4 Figure 1 clearly shows

that the gender wage gap narrows the most in periods where men’s wages fall

more than women’s. Our results suggest that this is less about women ‘swim-

ming upstream’ (Blau and Kahn (1997)) and more about men being more

strongly tethered to those most exposed to the current. That is, changing eco-

nomic conditions had a detrimental direct effect on the wages of some workers,

mainly men. This reduced mens’ outside wages, thereby inducing an indirect

effect that tended to lower the wages of all men.

Our paper more directly contributes to a body of work that highlights the

role of external conditions in generating wage differentials. For instance, the

literature has shown that wage differentials can arise when otherwise identi-

cal workers experience different conditions in other jobs; e.g. with respect to

prejudice (Black (1995), Flabbi (2010)) and productivity (Albrecht and Vro-

man (2002)). Our framework incorporates these possibilities as special cases

of sources of outside wage differentials.

Our work complements recent studies that use rich employee-employer

matched data to examine the role of outside options. These data, combined

2There are numerous excellent surveys, including Goldin (2014), Blau and Kahn (2016,
2000), Bertrand (2011), Altonji and Blank (1999) and Olivetti and Petrongolo (2016).

3For instance, the literature stresses factors such as the extent of discrimination (Guryan
and Charles (2013)), the level of unobserved skill (Mulligan and Rubinstein (2008)), the
return to unobserved skill (Blau and Kahn (1997)), the composition of unobserved skill
(Weinberg (2000), Welch (2000), Beaudry and Lewis (2014), Cortes et al. (2016)), changing
preferences for job amenities (Flabbi and Moro (2012), Goldin (2014)), changing incen-
tives to invest in human capital (Bailey et al. (2012)), and differences in probabilities of
transitioning to unemployment (Bowlus (1997), Bowlus and Grogan (2009)).

4To be clear, we are referring to our explanation for the within-industry gender wage gap.
It is, of course, well-understood that wages have declined in male-dominated industries and
that this has a mechanical effect on the raw wage gap (e.g. O’Neill and Polachek (1993)).
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with innovative methodologies, have allowed researchers to produce insights

via the use of fine-grained measures of the job surplus (Card et al. (2015))

and the outside options (Caldwell and Harmon (2019), Caldwell and Danieli

(2022)) available to individual workers. For instance, Caldwell and Danieli

(2022) use an outside options index, derived from a frictionless transferable

utility matching model with heterogeneous workers and firms, to show that

gender differences in outside options in Germany are largely due to differences

in the willingness to commute or move. In contrast, the weak data require-

ments of our approach allow us to analyze times and places where sufficiently

rich data do not exist, albeit at a more aggregated level. Our level of analy-

sis has the important advantage of offering a transparent view of the general

equilibrium implications of outside wages. For instance, Card et al. (2015)

find gender wage differentials in Portugal are subject to a “bargaining” ef-

fect whereby women extract less of the surplus available at their firm, and to

a “sorting” effect whereby women tend to work at lower-surplus firms. Our

approach explicitly connects these two effects: a “sorting” effect reasonably

suggests that women have worse outside options at any given firm, thereby

generating a “bargaining” effect (even if there are no gender differences in

bargaining skills per se). Indeed, we find no evidence of gender differences in

bargaining skills.

Our work also contributes to the literature concerned with the impact of

industrial structure on wages. Whilst much of this literature is concerned

with the mechanical effect of industrial composition (e.g. Borjas and Ramey

(1995)), we are concerned with the indirect effect arising from the role of

industrial structure in shaping outside wages (see Green (2015)). In this re-

spect, our work builds on Beaudry et al. (2012) by considering wage gaps, by

emphasizing a broader interpretation of the underlying mechanism, by propos-

ing new Bartik-style instruments, and by employing a more direct estimation

strategy. Our conceptual framework requires a modest extension to incorpo-

rate the central (and empirically relevant) feature that industrial employment

distributions vary by gender (e.g. see Olivetti and Petrongolo (2016)). Fur-

ther, by considering the gender dimension we are able to eliminate their main
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identification threat by including industry×CZ×year fixed effects.

We present some motivating stylized facts in Section 2. To better under-

stand these observations, we provide a conceptual framework in Section 3 and

then use this to develop our empirical strategy in Section 4. We present our

results in Section 5 before offering concluding comments in Section 6.

2 Stylized Facts

Do gender differences in outside wages causally affect gender differences in pay

within industries? To begin exploring this, we focus on the role of industrial

structure in affecting gender differences in outside wages. Specifically, consider

the following measure of the gender difference in exposure to high-paying in-

dustries:

ExposureGapct ≡
J∑

j=1

[πfjct − πmjct] · djt, (1)

where πgjct is the share of gender g ∈ {f,m} workers employed in industry

j in location c at time t and djt is a measure of industry wages. The term

in brackets thus measures the gender difference in exposure to industry j in

location c; we refer to industries with positive values as ‘female-exposed’ and

with negative values as ‘male-exposed’.

We begin by treating the whole of the U.S. as the relevant economy in order

to focus on time series variation. For this purpose we use Current Population

Survey (CPS) data on non-college workers from 1979-2018.5 The data clearly

show that ExposureGapct declined substantially over the 1980-2010 period.

We emphasize three points. First, the decline was largely due to male-exposed

industries having their high-paying status eroded. Figure 2 shows that male-

exposed industries were also high-paying industries in 1980, but experienced

the least wage growth in the period to 2010. Second, the specific time path of

5Relative industry wages are estimated coefficients on industry dummies from a log wage
regression that also controls for gender, human capital characteristics (education, potential
experience), race and occupation. See appendix section C for details.
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ExposureGapct shows a striking resemblance to the time path of the within-

industry gender pay gap. Figure 3 shows, for instance, how the relatively steep

narrowing of the pay gap in the 1980s is accompanied by a relatively steep

narrowing of ExposureGapct in this period. Third, we emphasize that there

is no mechanical relationship between these two series; e.g. the fact that male-

exposed industries lost their large pay advantage (for both men and women)

has no necessary connection with pay differences within industries. In order

for the close relationship to be spurious it must be that there is some time-

varying omitted factor correlated with both the relative pay of women within

each industry and with women’s relative exposure to high-paying industries;

e.g. if women moved into high-paying industries as a result of secular declines

in discrimination. To deal with this potential issue, we now turn to cross-

sectional variation.

We now explore the relationship between within-industry wage gaps and

ExposureGapct across local labour markets within a given year using Cen-

sus and ACS data. Here too the data reveal a strong positive relationship.

We again emphasize three points. First, within-industry gender pay gaps vary

substantially across local labour markets. Second, this pay gap is highly corre-

lated with ExposureGapct. Figure 4 Panels (a) and (b) show the relationship

in both 1980 and 2010.6 Third, we emphasize that there is no mechanical re-

lationship between the two variables: e.g. there is no necessary reason why lo-

cations that are heavy in high-paying and male-exposed industries are also the

locations where men tend to be paid more than women within industries. The

strong cross-sectional relationship is spurious if there is an omitted location-

specific factor correlated with both women’s relative pay within industries and

women’s relative exposure to high-paying industries; e.g. discrimination may

be fostered by a preponderance of industries that are simultaneously male-

exposed and high-paying. To address this potential issue we reintroduce the

time dimension.

6A commuting zone’s gender pay gap is obtained by taking the coefficient on female×city
interactions from a log wage regression that also controls for human capital variables, race,
occupation, and industry. See appendix section B.1 for further details.
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Figure 2: Male Jobs Were Good, Female Jobs Improved
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(a) Male Jobs are Good Jobs, 1980
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(b) Wages Rose Most in Female Jobs
Notes: The figure uses data from Outgoing Rotation Group (ORG) Supplements of the
Current Population Survey. Industry categories are aggregated into 45 industry groups
(details are provided in Appendix B). Relative industrial wages, dnt, are calculated as the
coefficients on a full set of industry dummies in a regression of log hourly wages on education,
age, race, and aggregated occupation dummies (additional details provided in in Appendix
C)). The πfnt denote the share of hourly employment of gender, (g ∈ {female,male}),
industry (n), and year (t). The size of the marker indicates the relative size of the industry
in terms of share of total hours of employment. The dashed line indicates a linear fit with
the standard error in parenthesis.

We now consider cross-sectional variation in the change in the gaps to

control for all time-specific and location-specific factors. Figure 4 Panel (c)

shows a strong positive correlation between a location’s change in within-

industry wage gap and change in ExposureGapct. The figure also shows

how the largest change in ExposureGapct occurred in rust belt locations,

such as Pittsburgh, where industries that are both male-exposed and saw low-

wage-growth, such as steel, are over-represented. We emphasize that being

male-exposed is not sufficient: we see the smallest change in ExposureGapct

in places, such as Chattanooga, where industries that are both male-exposed

and saw high wage-growth, such as utilities, are over-represented.

The stylized facts laid out in this section use various sources of variation
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Figure 3: Gender Wage and Exposure Gaps
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Notes: The figure uses data from Outgoing Rotation Group (ORG) Supplements
of the Current Population Survey. The Gender Wage Gap is the coefficient on
a gender dummy in a regression of wages on education, age, race, occupation
controls and a full set of industry dummy variables (Details in Appendix C). The
Exposure Gap is calculated as ExposureGap =

∑
n(πmnt − πfnt) · dnt, where

dnt are the coefficients on the industry dummy variables and πgnt denote gender-
industry employment shares in time t.

to demonstrate a tight connection between gender pay differences within in-

dustries and gender differences in exposure to high paying industries. The fol-

lowing section is devoted to better understanding this relationship, including

drawing out broader general equilibrium implications, identifying the a key

parameter of interest, proposing a methodology to estimate this parameter,

and identifying threats to a causal interpretation of the resulting estimate.
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Figure 4: Gender Wage and Exposure Gaps across Local Labor Markets
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Notes: The figure uses data from the US Census and ACS. The y-axis denotes the
change in the regression adjusted, within-industry, commuting-zone level gender
gap between 1980 and 2010, the x-axis denotes the change in the commuting zone-
level ExposureGapct =

∑
n(πmcn1980 − πfcn1980) · ∆dnt. The marker size is

proportional to the size of the commuting zone in 1980. See appendix section B.1
for further details.
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3 Conceptual Framework

3.1 Basic Set Up

We begin by considering a particular economy at a particular date. A worker

of type g ∈ {f,m} in sector n ∈ {1, ..., N} earns a wage, wgn, that is shaped

by factors internal to the worker-firm relationship (e.g. productivity, discrim-

ination, rents) denoted ψgn, as well as the level of outside wages, denoted ρg.

In particular,

wgn = ψgn + δ · ρg, (2)

where δ ∈ [0, 1) is a key parameter examined further below. The level of

outside wages is given by

ρg ≡
∑
j

ξgj · w̃gj (3)

where w̃gj is the expected wage for type g workers in sector j, and ξgj is

the exposure of type g workers to such jobs, where ξgj ≥ 0 and
∑

j ξgj = 1.

Equilibrium wages are those that satisfy (2), (3), and the rational expectations

condition w̃gn = wgn.

This basic structure arises from a broad class of models. In Section A of the

appendix we provide two dynamic models with search frictions in which wages

depend on outside wages because they represent outside options. The first, in

the spirit of Pissarides (2000), is a search and matching model where outside

options matter because of wage bargaining. The second, in the spirit of Shapiro

and Stiglitz (1984), is an efficiency wage model where outside options matter

because of incentives to shirk. The key common features are (i) productivity

varies across sectors and (potentially) worker type, and (ii) the exposure vector

differs by worker type.7 These models also endogenize exposure as a result

of type-specific search proclivities interacting with firms’ incentives to open

7See Le Barbanchon et al. (2020) and Sorkin (2017) for analyses of gender differences in
search.
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vacancies.

The basic structure also arises in an entirely different class of models that

emphasize social comparisons. In these models outside wages are interpreted

as a reference wage that workers compare their wage to. Such comparisons

matter because they affect productivity via aggreivement or declining morale

(e.g. Akerlof and Yellen (1990), Breza et al. (2017)). Regardless of the specifics,

this sort of structure implicitly underlies empirical work that emphasizes wage

spillovers, for instance from union negotiations (Lewis (1963)) and public sec-

tor wages (Babcock et al. (2005)). Our goal in this paper is not to distinguish

between the various possible underlying models, but rather to lay out a clear

framework that is sufficiently generic to provide a foundation for establishing

whether outside wages matter quantitatively.

To take the model to the data, we need to place structure on the exposure

terms. In line with the equilibrium outcomes of the models presented in Section

A and with our approach in Section 2, we equate exposure with employment

shares. That is, we set ξgn = πgn, where πgn is the share of type g workers

employed in industry n.

3.2 What does the model say about Pay Gaps?

We now draw out some implications for understanding pay gaps across worker

types. From (2), the average wage for type g workers is

w̄g =
∑
j

πgj · ψgj + δ · ρg (4)

where πgj are employment shares. A standard Blinder-Oaxaca decomposi-

tion (Fortin et al. (2011)) can be used to decompose the difference in average

wages, w̄∗ ≡ w̄f − w̄m, into an explained component, E, and an unexplained
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component, U :

w̄∗ =
∑
j

π∗
j · ψ̄j︸ ︷︷ ︸
E

+

Uin︷ ︸︸ ︷∑
j

π̄j · ψ∗
j +

Uout︷ ︸︸ ︷
δ · ρ∗︸ ︷︷ ︸

U

(5)

where ρ∗ ≡ ρf − ρm is the gender difference in outside wages, {ψ∗
j , π

∗
j} are

gender differences in internal conditions and employment shares in sector j,

and {ψ̄j, π̄j} are gender-neutral internal conditions and employment shares in

sector j.8

Here E reflects that part of the wage difference that is explained by the

gender difference in employment distributions. The unexplained component,

U , contains two sub-components; Uin is standard and reflects average gender

differences in internal conditions whereas Uout is our focus as it reflects the

difference in outside wages. It is straightforward to show that

Uout =
δ

1− δ
·

[∑
j

ξ∗j · ψ̄j +
∑
j

ξ̄j · ψ∗
j

]
=

δ

1− δ
· [E + Uin] , (6)

where the final equality is due to the equating of exposure and employment

shares. Equation (6) gives a clear view of general equilibrium implications

arising from a multiplier effect that is familiar from the social interactions

literature (Manski (1993); Moffitt (2001)), and in the context of industrial

structure and wage levels, is central in Beaudry et al. (2012) and lucidly dis-

cussed in Green (2015).

Changes in internal conditions or employment distributions, {ψgn, πgn},
will have a direct effect on the wage gap operating through E or Uin. But such

direct effects will, in turn, affect differences in outside wages and thus also have

an indirect effect on the wage gap. This indirect effect operates through Uout,

and (6) tells us that the indirect effect will be δ/(1− δ) times the magnitude

of the direct effect. Equivalently, δ tells us the proportion of the total effect

that is due to the indirect channel. The Blinder-Oaxaca decomposition will

8Specifically, ψ̄j = α ·ψfj +(1−α) ·ψmj and π̄j = (1−α) ·πfj +α ·πmj for some α ∈ R.
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make misleading predictions about the effect of changes in internal conditions

or employment distributions if the indirect channel we emphasize is ignored.

Specifically, the decomposition will fail to predict a proportion δ of the actual

change.

Finally, (6) can be used to back out (Uout,t, Uin,t) from knowledge of (Et, Ut)

and a value of δ. Doing so allows us to evaluate the relevance of outside wages

for understanding gender wage gaps. In particular:

Uout,t = δ · [Et + Ut] , Uin,t = Ut − Uout,t. (7)

This allows us to quantify the proportion of the unexplained gap that becomes

explained by outside wages, Uout,t/Ut, and the proportion of the change in the

unexplained gap that is explained by changes in outside wages, ∆Uout,t/∆Ut.

We report on estimates of these series in Section 5.3. But now we turn to

estimating δ.

3.3 Estimating δ

We treat the above analysis as applying to a particular location c ∈ {1, ..., C}
at a particular point in time, t ∈ {1, ..., T}. It is straightforward to show that

equilibrium wages satisfy the following equilibrium relationship:

wgnct = ψgnct + δ · w̄gct, (8)

where w̄gct ≡
∑

j πgjct · wgjct is the average wage of type g workers in their

economy. For each t ≥ 2, taking the differencing across worker type and time

gives:

∆w∗
nct = ∆ψ∗

nct + δ ·∆w̄∗
ct. (9)
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To derive an estimating equation, decompose ∆ψ∗
nct into an industry compo-

nent, a mean zero location component, and an orthogonal residual component:

∆ψ∗
nct = ζnt + ζct + νnct (10)

where
∑

c ζct =
∑

n νnct =
∑

c νnct = 0 for all t ≥ 2.9 To be sure, ζct captures

location-specific factors that affect the change in the gender difference in in-

ternal conditions within industries. For instance, ζct captures location-specific

changes in selection, discriminatory attitudes, and adoption of gender-biased

technology. Using (10) in (9) gives:

∆w∗
nct = ζnt + δ ·∆w̄∗

ct + εnct, (11)

where εnct ≡ ζct+νnct. This forms the basis of an estimating equation whereby

ζnt is captured industry×time fixed effects and εnct is treated as the error term.

It is clear that OLS is inappropriate because ζct will have a mechanical impact

on ∆w̄∗
ct. Furthermore, there are various reasons to suspect a non-mechanical

correlation between the two.10 To address this, we use instrumental variables.

3.3.1 Instrumental Variables

Our main instrument borrows from the exposure literature.11 It is a Bartik-

style instrument that, in essence, represents a predicted change inExposureGapct.

The only location-specific characteristic that enters into the prediction is the

initial industrial structure. In particular, our ‘index’ instrument is:

ZIndex
ct ≡

∑
j

π̂∗
jc,t−1 ·∆djt, (12)

9That is, define ζnt ≡ (1/C)·
∑

c ∆ψ
∗
nct, ζct ≡ (1/N)·[

∑
n ∆ψ

∗
nct − (1/C) ·

∑
c

∑
n ∆ψ

∗
nct],

and νnct ≡ ∆ψ∗
nct − ζnt − ζct.

10For instance, ζct may be systematically related to changes in a location’s industrial struc-
ture, changes in the the array of location-specific industrial advantages, gender differences
in employment distributions (or the change in this), and so on.

11For example, Adão et al. (2019); Beaudry et al. (2012, 2018); Borusyak et al. (2020);
Goldsmith-Pinkham et al. (2020)
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where ∆djt is a national-level measure of wage growth in industry j and

π̂∗
jc,t−1 ≡ π̂fnc,t−1 − π̂mnc,t−1 is a location-specific predicted base period gen-

der difference in exposure to industry j. In particular, letting Empl.nc,t−1

denote location c’s total employment in industry n at date t− 1, we define

π̂gnc,t−1 ≡
Empl.nc,t−1 · φgn,t−1∑
j Empl.jc,t−1 · φgj,t−1

where φgn,t−1 ≡ Empl.gn,t−1/Empl.n,t−1 is the national proportion of workers

in industry n at date t− 1 that are of type g ∈ {f,m}.
Unlike ∆w̄∗

c , this instrument is not mechanically correlated with ζc. In fact,

the instrument predicts the change in a location’s gender pay gap without us-

ing changes or gender differences in any location characteristic. A sufficient

condition for ZIndex
ct to provide consistent estimates is that cross-location dif-

ferences in lagged industrial composition are uncorrelated with ζct–a condition

emphasized in Goldsmith-Pinkham et al. (2020) and Beaudry et al. (2012,

2018).

Note that ZIndex
ct is constructed by combining national -level changes indus-

trial wages weighted by the gender difference in location-level exposure. The

location-level exposure is given by information on the t−1 size of the industry

at the local level and national -level proportion of each gender in an industry.

Thus, all of the cross-sectional variation in the instrument comes from differ-

ences across commuting zones in lagged industrial structure. Given that all of

our specifications contain industry-by-year fixed effects, the identifying varia-

tion we are using is across location, within-industry variation in gender gaps.

The implication is that instrument validity concerns the cross-commuting zone

correlation between our instrument and the error term in (15).

The credibility of our index instrument can be examined by unpacking it

in various ways. First, we can unpack along the gender dimension by writing

ZIndex
ct = ZIndex:f

ct − ZIndex:m
ct where

ZIndex:g
ct ≡

∑
j

π̂gjc,t−1 ·∆djt (13)
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for g ∈ {f,m}. This allows us to examine the model’s implication that ZIndex:f
ct

and ZIndex:m
ct have equal but opposite effects on ∆w̄∗

c . Including both instru-

ments also allows for an over-identification test.

Second, we can unpack the index instrument along the industry dimen-

sion. For each date t, we partition the set of industries into three groups,

{NLt,NMt,NHt}. Here NLt are the ‘wage-decline’ industries, containing the

third of industries with the lowest change in industry wages over the preceding

period, NHt are the ‘wage-growth’ industries, containing the third of industries

with the highest change in industry wages over the preceding period, and NMt

contains the remaining middle third of industries. For each k ∈ {L,M,H} we

define our ‘exposure’ instrument as:

ZExposure
k:ct ≡ ηkt ·

∑
j∈Nkt

π̂∗
jc,t−1, (14)

where ηkt > 0 is a location-independent scaling term.12 That is, ZExposure
H:ct

tells us the location’s initial gender difference in exposure to wage-growth

industries, whereas ZExposure
L:ct tells us the location’s initial gender difference in

exposure to wage-decline industries.

The exposure instruments offer several unique advantages relative to the

standard Bartik-type instrument. First, the exposure instruments allow for a

transparent evaluation of the exclusion restriction since they help disentangle

the contribution of location and industry characteristics. Second, they also

allow us to verify that ZExposure
H:ct and ZExposure

L:ct have opposing effects on ∆w̄∗
ct.

Third, this set of instruments provides a standard over-identification test that

tests whether differential gender exposure to wage-decline or wage-growth in-

dustries has similar impacts on within-industry gender pay gaps. Finally, it

allows us to emphasize the spillover mechanism by examining the effect of

outside wages on the subset of workers that do not belong to those industries

that are used to construct the instrument.

12The scaling term does not affect identification but allows for easier comparisons of first-
stage coefficients across k and t. In practice, we take ηkt to be the absolute value of the
slope coefficient from a regression of ZIndex

k:ct ≡
∑

j∈Nkt
π̂∗
jct ·∆djt on z

Exposure
k:ct ≡

∑
j∈Nkt

π̂∗
jct

run separately by k and t.
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4 Data and Empirical Implementation

4.1 Data

Our main analysis uses data from the U.S. Census Public Use Micro-Samples

(PUMS) for 1980, 1990 and 2000. For 2010 we aggregate the 2009-2010-2011

American Community Surveys. We focus on individuals between the ages of

22 and 54 with at least one year of potential labor market experience. Our

location variable is commuting zone (CZ) with consistent geographic defini-

tions from Dorn (2009). We use an industry coding that is consistent across

Censuses and based on an aggregation of 1990 industry definitions into 45

industrial groups.

Our measure of wgnct is constructed from the coefficients on a complete set

of gender×industry×CZ×year fixed effects in individual wage regressions that

also flexibly control for worker characteristics.13 Employment shares, πgnct,

are constructed by using the observed distribution of hours worked across

industries. Further details are provided in Appendix B.

4.2 Estimation

Our main estimating equation, based on (11), is

∆w∗
nct = ζnt + δ ·∆w̄∗

ct +X ′
c,t−1α + νnct (15)

where ζnt are industry×time fixed effects, Xc,t−1 are controls, and νnct is an

error term analogous to εnct. We cluster standard errors at the State level.

Our instruments, described in section 3.3, require a national-level measure

of wage growth by industry (∆djt). To get these we regress wgnct on a set

of gender×CZ×year and industry×year fixed effects, and then take the time

13These regressions include controls for a quartic in potential experience; hispanic, black,
and immigration dummies; an indicator for whether an individual is observed in a CZ
located in their birth state–all interacted with education (three categories in our non-college
sample)–and four occupation dummies. All covariates have coefficients that vary by gender.
This procedure is repeated separately for each census year.
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difference in the latter. In constructing the exposure instruments, we rank

industries by ∆djt for each t and group them by terciles.14

Following Goldsmith-Pinkham et al. (2020) and Borusyak et al. (2020), our

set of controls Xct−1 include CZ characteristics that are potentially correlated

with the instruments (lagged industrial structure in particular) and the error

term (changes in within-industry gender gaps in internal conditions). Our

baseline controls include log commuting zone size, the unemployment rate of

each gender, the fraction of foreign born, because these systematically vary

with industrial structure (e.g. Lewis (2011)) and are potentially correlated

with changes in discriminatory attitudes or labor force participation. Our

baseline controls also include a measure of aggregate education since this pre-

dicts the adoption of technologies that raise the relative productivity of women

(Beaudry and Lewis (2014)).15

5 Results

5.1 Main Results

Table 1 presents the results from our main specification (15). The first two

columns present OLS estimates of δ for completeness. The remaining columns

present 2SLS estimates, along with first-stage estimates and diagnostics in

the lower panel. A brief inspection reveals that, as anticipated, instrumenting

14The set of industries in each tercile can vary by decade. For instance, mining is in NHt

in the 2000s but was in NLt in the 1980s. Some industries, such as Transportation and
Machinery are in NLt in all three decades and others, such as Health Services, are in NHt

in all three decades.
15Beaudry and Lewis (2014) argue that cities that adopted technology (e.g. the PC)

relatively extensively during the 1980s and 1990s experienced a narrowing of their adjusted
gender pay gap (as such technologies are argued to benefit brains over brawn; Weinberg
(2000)). They show how PC adoption was more extensive in cities that were more educated
in 1980. We follow Beaudry and Lewis (2014) in measuring city education as the log ratio of
college to high school equivalents in 1980. Beaudry and Lewis (2014) follow Card (2009) in
treating those with less than high school as contributing 70% of a high school worker, and
those with some post-secondary are treated as contributing 60% of a high school worker and
40% of a college worker. Our results are not sensitive to this particular measure–alternatives
such as BA share give very similar results.
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corrects for the mechanical upward bias in OLS: the 2SLS estimates are around

30-50% smaller.

Table 1: Main Results

OLS Index Exposure Decline Growth

(1) (2) (3) (4) (5) (6) (7) (8) (9)

∆w̄∗
ct 0.75∗∗ 0.75∗∗ 0.49∗∗ 0.44∗∗ 0.45∗∗ 0.47∗∗ 0.38∗∗ 0.34∗ 0.43∗∗

(0.030) (0.029) (0.084) (0.093) (0.093) (0.10) (0.13) (0.18) (0.20)

Obs. 27629 27629 27629 27629 27629 27629 27629 17716 17485
R2 0.534 0.534 0.047 0.046 0.047 0.046 0.043 0.041 0.041

Fixed Effects:
Ind.× Year Yes Yes Yes Yes Yes Yes Yes Yes Yes

Controls
Baseline Yes Yes Yes Yes Yes Yes

First-Stage:
ZIndex
ct 4.77∗∗ 4.29∗∗

(0.64) (0.65)
ZIndex
ct,female 3.61∗∗

(0.84)
ZIndex
ct,male -4.24∗∗

(0.66)

ZExposure
H:ct 4.67∗∗ 3.60∗∗ 4.60∗∗

(0.93) (0.98) (1.04)

ZExposure
L:ct -3.08∗∗ -3.37∗∗ -4.73∗∗

(1.51) (1.28) (1.37)
F -Stat. 56.37 43.85 27.93 15.61 9.76 19.67 11.95
p-val 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Over-id. p-val 0.37 0.14 0.45

Notes: This table displays results from the estimation of equation (15) via OLS (columns
1 and 2) and 2SLS (columns 3 - 8) using US Census and ACS from 1980-2010. Standard
errors, in parentheses, are clustered at the state level. (*) and (**) denote significance at
the 10% and 5% level, respectively. The dependent variable is the decadal change in in the
CZ-industry gender gap. Baseline controls include the start of the period log CZ size,
unemployment rate of each gender, fraction of foreign born, and the ratio college to
non-college workers. Regressions weighted by the start of period size of the industry-CZ.
First-stage coefficients and diagnostics are reported in the bottom panel.

Columns (3)-(5) present 2SLS results using our index instrument. Column

(4) adds the baseline controls to column (3), and column (5) uses the gender-

specific version of the index instrument. The point estimates are similar, with

δ̂ ∈ [0.44, 0.49], all statistically significant at the 1% level. The first-stage
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of the commuting zone in 1980. Slope of the regression line is given if the bottom panel of
Table 1 column (3).

Figure 5: Two-stage least squares: Residualized visualization of first-stage

results in the bottom panel show that the instrument has strong predictive

power. To explore this deeper, we focus on column (3) and display a resid-

ualized (for year effects) first-stage in Figure 5. We see that several of the

CZs with a high value for ZIndex
ct during our sample period, suggesting they

saw outside wages shift in favor of women, are rust-belt commuting zones.

On the other hand, low values of ZIndex
ct predict a relative deterioration in

outside wages for women. Several of these CZs have industry in oil, natural

gas and agriculture. Furthermore, column (5) shows that the gender-specific

instruments are statistically significant, are of the predicted sign, and have

similar magnitudes. This specification also allows us to formally test whether

improvements in women’s or men’s outside wages have an equal impact on the

changes in within-industry gender gaps. The over-id test (Hansen’s-J p-value)

is reported in the last row, and fails to reject at standard significance levels.

Columns (6) to (9) of Table 1 use our exposure instruments. Column (7)

adds baseline controls to column (6), whereas columns (8) and (9) use a speci-
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fication intended to emphasize spillovers. In column (8) we use an instrument

based on differential gender exposure to ‘wage-growth’ industries (ZExposure
H:ct )

to examine the impact on within-industry gender wage gaps in all other indus-

tries. Column (9) does the same for ‘wage-decline’ industries. These estimates

of δ are similar to, but slightly lower than, previous columns. The estimates

are statistically significant at the 1% level in columns (6)-(7), at the 10% level

in column (8), and at the 5% level in column (9).

In terms of first-stage results, each instrument takes on the expected sign

and is of similar magnitude. The over-id tests in columns (6) and (7) sug-

gest that gender gaps in exposure to ‘wage-decline’ and ‘wage-growth’ indus-

tries have similar impacts (in absolute value) on within-industry gender gaps.

That is, within-industry wage gaps are predicted to decline in CZs with excess

male exposure to declining-wage industries or with excess female exposure to

increasing-wage industries.

We take δ̂ = 0.4 to be a conservative midpoint of these results, but even

this indicates a large role for outside wages. As discussed in section 3.2, this

estimate suggests standard decompositions will fail to predict around 40% of

the effect of changes to internal conditions or employment distributions. In

other words, the magnitude of our indirect effect will be around 67% (0.4/(1−
0.4)) of the magnitude of any direct effect.

5.2 Robustness and Further Results

5.2.1 Additional Controls

In Table 2 we probe the robustness of our main results to additional sets of

controls. Columns (1)-(4) use the index instrument and columns (5) to (9) use

the exposure instruments; columns (1) and (5) reproduce our estimates with

baseline controls from Table 1.

The first set of controls capture the labour market participation of women

in the CZ. The goal is to address concerns that our results are due to CZ-

specific changes in labor force participation that drive changes in within-

industry gender pay gaps (the error term) and systematically vary with lagged
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Table 2: Robustness: Additional Controls

Index Exposure

(1) (2) (3) (4) (5) (6) (7) (8) (9)

∆w̄∗
ct 0.44∗∗ 0.46∗∗ 0.42∗∗ 0.41∗∗ 0.38∗∗ 0.42∗∗ 0.35∗∗ 0.34∗ 0.40∗∗

(0.093) (0.088) (0.089) (0.14) (0.13) (0.12) (0.13) (0.18) (0.15)

Obs. 27629 27629 27629 27629 27629 27629 27629 27629 27629
R2 0.046 0.048 0.046 0.038 0.043 0.046 0.042 0.035 0.045

Fixed Effects:
Ind.× Year Yes Yes Yes Yes Yes Yes Yes Yes Yes
City Yes Yes

Controls
Baseline Yes Yes Yes Yes Yes Yes Yes Yes Yes
Female Empl. Yes Yes Yes Yes Yes Yes Yes
Tasks Yes Yes Yes Yes Yes
Exposure Yes

First-Stage:
ZIndex
ct 4.29∗∗ 4.23∗∗ 4.07∗∗ 4.29∗∗

(0.65) (0.54) (0.55) (0.54)

ZExposure
H:ct 3.60∗∗ 3.72∗∗ 3.42∗∗ 4.17∗∗ 3.47∗∗

(0.98) (0.86) (0.88) (0.95) (0.88)

ZExposure
L:ct -3.37∗∗ -3.07∗∗ -3.25∗∗ -3.78∗∗ 2.25

(1.28) (1.16) (1.16) (1.36) (1.73)
F -Stat. 43.85 61.82 55.44 64.14 9.76 14.70 12.77 14.24 7.73
p-val 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Over-id. p-val 0.45 0.40 0.43 0.31 0.03

Notes: This table displays results from the estimation of equation (15) via 2SLS using US
Census and ACS from 1980-2010. Standard errors, in parentheses, are clustered at the
state level. (*) and (**) denote significance at the 10% and 5% level, respectively. The
dependent variable is the decadal change in in the CZ-industry gender gap. First-stage
coefficients and diagnostics are reported in the bottom panel.
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industrial structure (the instruments’ identifying variation). Specifically, we

control for a cubic in CZ’s lagged female participation rate and the lagged

proportion of the CZ labor force that is female.

The second set of controls capture employment vulnerability in the CZ.

Specifically, we control for lagged share of manufacturing employment, share

of employment in routine occupations, and the employment-weighted mean of

an occupation ‘offshoreability index’.16 The goal is to address concerns that

a CZ’s lagged industrial structure (the instruments’ identifying variation) is

systematically related to the CZ’s gender difference in employment vulnera-

bility, which in turn is responsible for changes in within-industry gender gaps

(the error term) because, for instance, displaced workers are less productive

in other sectors.

The third set of controls are CZ fixed effects. These control for all time-

invariant CZ characteristics that affect the change in within-industry gender

wage gaps. Equivalently, they allow for CZ-specific time trends in within-

industry gender gaps; e.g. due to CZ-specific trends in discrimination, prefer-

ences for work, gender-biased technology adoption, or CZ-specific exposure to

secular changes such as increased globalization.

These three groups of additional controls are added in columns (2)-(4)

for the index instrument and in columns (6)-(9) for the exposure instrument.

None of these controls has an appreciable effect on the coefficient estimate, its

statistical significance, or the first-stage diagnostics.

In column (8) we control for the total local employment share of ‘wage-

decline’ and ‘wage-growth’ industries. Thus, our exposure instruments identify

16The latter two variables are constructed as in Autor et al. (2013). In particular, routine-
intensive occupations are a set of occupations that perform tasks that are vulnerable to
computerization (Autor et al., 2003). Routine occupations are constructed such that they
account for one-third of US employment in 1980, and our control variable captures the
fraction of employment in these occupations at the commuting zone level. The offshora-
bility index measures the average degree to which the occupations in a commuting zone
are susceptible to offshoring, proxied by the extent to which occupations do not require
face-to-face contact with workers in the US. Our measure is constructed as in Autor et al.
(2013), who standardized offshorability index to a mean of zero and standard deviation of
10 in 1980. We then take the employment-weighted mean of the index across occupations
within a commuting zone.
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only off of across commuting zone variation in gender employment differences

within {NLt,NHt}-industry groups, holding the total size (exposure) constant.

While this weakens the first-stage somewhat, the second-stage point estimate

is not significantly different from other point estimates in Table 2.

5.2.2 Understanding Identifying Variation: Rotemberg weights

As suggested in Goldsmith-Pinkham et al. (2020), we now turn to computing

the “Rotemberg” weights associated with our Index instrument, ZIndex
ct . These

weights indicate the influence of a particular industry on the 2SLS estima-

tion,17 and allow us to assess whether we are using the variation stressed by

our model. In particular, our model effectively assigns to each industries a

‘treatment intensity’ of π̂∗
j,t−1 ·∆djt. Whilst we explain our explanation of the

declining gender wage gap in terms of industries that are male-exposed and

wage-decline, the mechanism does not apply exclusively to such industries.

Any industry with extreme values of treatment intensity are expected to be

influential.

Table D.1 of Appendix D.1 presents the Rotemberg weight for each in-

dustry, aggregated across time periods. As is common in such applications,

the distribution of the Rotemberg weights is highly skewed, with the top five

industries accounting for 58 percent of the positive weight in our estimates.

These industries include: motor vehicles and equipment, apparel and textile

products, mining, construction, and primary metals. Two of these are male-

exposed and wage-decline (motor vehicles and primary metals), two are male-

exposed and wage-growth (mining and construction), and the remaining one

is female-exposed and wage-decline (apparel). Only slightly lower on the list

is health services, which is female-exposed and wage-growth. Table D.1 also

documents that the identifying variation comes mainly from the 1980s (about

two-thirds) and the 2000s (about one-third), while less than one percent comes

17Bartik-style instruments can be decomposed into weighted combinations of just-
identified estimates, each using a single baseline exposure as an instrument. The 2SLS
estimates derived from a Bartik-style instrument are a weighted average of the just-identified
estimates. The individual weights, known as “Rotemberg weights,” capture the relative im-
portance of each industry’s exposure toward the overall identifying variation.
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from the 1990s. Interestingly, this corresponds to a period of both stagnant

gender wage and exposure gaps, as documented in Figure 3.

Figure 6 documents the properties of influential industries more broadly.

Panel (a) shows how industries with more extreme gender exposure gaps tend

to be more influential; e.g. ‘motor vehicles’ and ‘mining’ both have excess male

exposure, whereas ‘apparel’ and ‘health services’ both have excess female expo-

sure. Panel (b) shows that industries with more extreme wage shocks tend to

be more influential; e.g. ‘motor vehicles’ and ‘apparel’ both saw large declines

in wages, whereas ‘mining’ and ‘health services’ saw large increases in wages.

Panel (c) combines these dimensions and shows that industries with extreme

values of treatment intensity tend to be more influential; e.g. ‘motor vehicles’

and ‘health services’ both have strong positive intensities (suggesting they act

to narrow the wage gap), whereas ‘mining’ and ‘apparel’ both have strong neg-

ative intensities (suggesting they act to expand the wage gap). Finally, panel

(d) shows that influential industries also tend to have larger cross-location

variation in treatment intensity. To summarize, while many male-exposed in-

dustries saw wage declines, our identification comes from a broader range of

industries with characteristics that our framework emphasizes.

After identifying the industries that play a larger role in identification,

we probe the robustness of our estimates to alternative constructions of our

shift-share instrument, ZIndex
ct . First, we assess the sensitivity of our estimates

to high-Rotemberg weight industries by removing the Top-5 weight industries

from our index. Second, Goldsmith-Pinkham et al. (2020) recommend fixing

the shares in the shift-share instruments to some base year. To assess the

sensitivity of our results to fixed-shares, we construct an analogous instrument

fixing the CZ industrial structure to their 1980 levels.18 Table D.4 of Appendix

D.2 contains the results of this robustness exercise. Our main estimates are

robust to either the fixed or time-varying share construction of the shift-share

instrument, and excluding very influential industries from ZIndex
ct .

18A summary of the Rotemberg weights for our fixed-shares instrument can be found in
Table D.2 of Appendix D.1 The Top-5 Rotemberg weight industries using fixed-shares coin-
cide closely to those of our baseline instrument; they include: motor vehicles and equipment,
apparel and textile products, mining, Justice, and primary metals.
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Figure 6: Characteristics of Influential Industries

Notes: The figure uses data from the US Census and ACS. The y-axis denotes the the
Rotemberg weights associated with each industry. Each Panel relates the Rotemberg weight
to a different aspect of our instrument. Each point is a industry observation aggregated over
time. The marker size is proportional to the size of the industry.
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5.2.3 Effects by Gender

Our analysis so far has assumed that men and women are equally sensitive to

outside wages. This seems counter to a great deal of research which suggests

that women negotiate lower wages than men (e.g. Card et al. (2016), Biasi

and Sarsons (2021a,b), Roussille (2022)). However, it is not clear whether

these findings represent a gender difference in the willingness (or ability) to

negotiate or, instead, a gender difference in the quality of outside wages.19 We

now speak to this by estimating δ separately by gender.

We are able to estimate δ by gender using the same variation as our main

analysis by estimating a version of (15) without gender differencing applied:

∆wgnct = ζgnt + ζnct + δg ·∆w̄gct +X ′
c,t−1α + νgnct, (16)

where ζgnt are gender×industry×year fixed effects and ζnct are industry×CZ×year

fixed effects. We instrument w̄gct with Z
Index:g
ct from equation (13).

In exploring the gender differences in sensitivity to outside wages, we also

address selection in two other ways. First, we also examine using only full-time

full-year workers.20 Second, we apply a selection correction based on Mulligan

and Rubinstein (2008).21

The results are presented in Table 3. We find no evidence of gender dif-

ferences in the sensitivity to outside wages, suggesting that, on average, it is

19Indeed, it could be that an individual’s lower willingness to negotiate arises because
weaker outside wages reduce the expected benefit from the process.

20Recall that our main specification includes both full- and part-time workers in our
sample and weights observations by the number of hours worked. This approach increases
the sample size, but, by treating the wages of all workers equally irrespective of how many
hours they supply, the wage distribution will not be representative of the total number of
hours worked in the economy. This might be of particular concern when analysing gender
differences in wages if women tend to work less than men. As a compromise, we weight
each observation by the number of hours worked, which gives more importance to full-time
workers.

21Mulligan and Rubinstein (2008) use a Heckman-two step selection correction estimator
to estimate selection corrected pay gaps. While exclusion restrictions for this type of esti-
mator are notoriously hard to come by, we follow Mulligan and Rubinstein (2008) in using
the presence of young children at home along with family structure. Further details can be
found in Appendix D.5.
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differences in outside wages–not in willingness or ability to negotiate–that are

responsible for the gender difference in negotiated wages. Columns (1) and (2)

compare estimates across our sample and a full-time full-year sample, whereas

Columns (3) and (4) do the same only with the selection correction applied.

In all cases there is a negligible gender difference in the estimate of δ, with

the magnitude and statistical significance of the estimates being very similar

to our main results.

Table 3: Gender-Specific Estimates and Selection Correction

No Selection Correction Selection Corrected

(1) (2) (3) (4)
All FTFY All FTFY

∆w̄Men
ct 0.42∗∗ 0.46∗∗ 0.41∗∗ 0.43∗∗

(0.12) (0.12) (0.12) (0.13)

∆w̄Women
ct 0.39∗∗ 0.47∗∗ 0.37∗∗ 0.43∗∗

(0.16) (0.18) (0.16) (0.19)

Obs. 55258 41062 55258 41062
R2 0.049 0.059 0.050 0.059

Fixed Effects:
Gender × Ind.× Year Yes Yes Yes Yes
Ind. × CZ × Year Yes Yes Yes Yes

Controls
Baseline Yes Yes Yes Yes

Test ∆w̄Men
ct = ∆w̄Women

ct

p-val. .642 .917 .473 .995

First-Stage:
F -Stat. (∆w̄Men

ct ) 14.4 11.6 16.1 13.0
F -Stat. (∆w̄Women

ct ) 19.1 17.3 22.5 19.6

Notes: This table displays results from the estimation of equation (15) via 2SLS using US
Census and ACS from 1980-2010. Standard errors, in parentheses, are clustered at the
state level. (*) and (**) denote significance at the 10% and 5% level, respectively. The
dependent variable is the decadal change in in the commuting zone-industry gender gap.
Baseline controls include the start of the period log commuting zone size, unemployment
rate of each gender, fraction of foreign born, and the ratio college to non-college workers.
Regressions weighted by the start of period size of the CZ-industry. First-stage diagnostics
are reported in the bottom panel.
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5.2.4 Sub-sample Analysis

Our investigation has focused on workers without a college degree, but the

proposed mechanism may apply differently to various sub-populations. For

instance, wages could be more sensitive to outside wages for workers whose

wages are more sensitive to current market conditions, such as lower-educated

and younger workers (Schwandt and von Wachter, 2019; von Wachter, 2020),

or for workers that are more mobile, such as singles.

Table D.6 of Appendix D.4 contains estimates of equation (15) for several

different sub-populations. The results for high school or less are similar to

our main estimates from Table 1. For those with at least a college education,

the estimate of δ is small and not significantly different from zero, but is also

imprecisely estimated and suffers from a weak instrument problem.22 The

estimate for all education groups combined is slightly lower than in our baseline

sample of non-college workers. Finally, we find no substantial differences when

comparing the estimates for sub-samples based on age or marital status.

5.2.5 Sensitivity to Labor Market and Industry Definitions

The empirical implementation of our theoretical framework required decisions

on the handling of the data. In particular, our framework focuses on local

labour markets, but these can be empirically defined in several ways. As a

baseline, and following much of the literature after Autor and Dorn (2013), we

use commuting zones to proxy for local labour markets. Likewise, our baseline

industrial classification uses 45 industries, which we chose to balance the size

of commuting zone-industry cells with industrial detail. In Appendix D, we

show that our results are not sensitive to alternative definitions of local labor

markets or more disaggregated industrial classifications.

22When focusing on this education group we lose a large number of observations and are
left with just 8,234 commuting zone-industry cells. Additionally, the strength of first-stage
falls; the F -statistic on the joint significance of each instrument is 3.36, indicating a weak
instrument problem.
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5.3 Implications for Time Series Evidence

In Section 3.2 we discussed how, given a value of δ, we can decompose the

gender difference in wages at each date into a part that is explained by gender

differences in employment distributions, Et, and the remaining unexplained

part, Ut, that itself is divided into a part that is now explained by differences in

outside wages, Uout,t, and the part that remains unexplained and is attributable

to differences in internal conditions, Uin,t. Figure 7 plots these three series using

CPS data and setting δ = 0.4.
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Figure 7: Gender Gap Decomposition

Notes: The figure uses data from Outgoing Rotation Group (ORG) Supplements of the
Current Population Survey. Industry categories are aggregated into 45 industry groups
(details are provided in Appendix C). Panel (a) reports the average within-industry gender
gap as well as the decomposition into explained (gender differences in industrial employment)
and unexplained (gender gaps within-industries) components. Panel (b) further decomposes
the unexplained component based on equation (6) and an estimate of δ of 0.40.

There are two main points illustrated by the figure. First, the role of outside

wages is substantial: Uout,t represents around 50% of the total unexplained

component, Ut. Further, this proportion is relatively stable across time. The
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existing literature has offered a wide variety of explanations for within-industry

gender wage differentials: taste-based discrimination, selection, technology,

inflexible job conditions, personality traits, etc. These are all versions of gender

differences in internal conditions and thus would be included in Uin,t. Our

results suggest that gender difference in outside wages is at least as relevant as

the gender difference in all such internal factors combined. Second, the time

pattern of Uout,t plays a large role in generating the well-known time pattern

of the unexplained gap, Ut. Slightly more than half of the change in Ut is due

to the change in Uout,t.

6 Conclusions

Our broad goal in this paper was to explore whether gender differences in

the quality of outside wages are relevant for understanding within-industry

gender pay differences. Our results suggest that such factors are indeed very

important–this ‘indirect’ effect of changes in internal conditions and employ-

ment distributions is estimated to be around 67% as large as the direct effect

of such changes. Standard decompositions will fail to predict 40% of the total

effect. Differences in outside wages explain one-half of the unexplained wage

gap, and account for around one-half of the time pattern in the gender wage

gap.

In one sense, our findings have a negative implication: the celebrated ‘gains’

of women during the 1980s may be more accurately characterized as the ‘losses’

of men, owing to declining male outside wages during this period. But, in an-

other sense, the implication is very positive: the future impact of technological

changes on the gender gap is likely to be substantially understated. For in-

stance, Goldin (2014) argues that gender wage equity will require a change in

the nature of work, specifically to accommodate greater temporal flexibility.

Our analysis suggests that the impact of such a change is under-appreciated–

as technologies alter the nature of work in ways that boost the representation

and pay of women in some sectors, there will be the sort of direct effect high-

lighted by Goldin (2014). However, we can expect a further indirect effect,
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with around two-thirds of the magnitude, because of the associated shifts in

outside wages.

This latter aspect highlights policy implications that go beyond equal pay

legislation: we estimate that the within-industry pay gap would halve if gender

differences in outside wages were eliminated. However, to achieve this there is

clearly a need for future research aimed at explaining why some industries are

more ‘male-exposed’ than others. Furthermore, the optimal policy response is

sensitive to which of the underlying models is at play. For instance, attempts

to ensure equal pay for equal work (internal conditions) will have less impact

if outside wages matter because they shape incentives to work hard and more

impact if they matter because they represent outside options in the bargaining

process. Future work in this direction is therefore valuable. The framework

could be extended in interesting ways, for instance, by considering systematic

biases in beliefs about outside wages (Jäger et al. (2021)). The application to

the gender wage gap is particularly valuable since gender pay gaps influence a

range of other socially important outcomes such as marriage rates, labor force

participation, and domestic violence (Bertrand et al. (2015), Aizer (2010)).

Yet, we reiterate that our analysis can be easily applied to any other pay gap

of interest, such as racial, native and skill pay gaps. We also hope this sort of

analysis will prove useful in other countries and time periods.
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A Theory: Microfoundations

Dynamic frictional models generate wages that depend on conditions in the job (match-specific
productivity, discrimination, etc.) as well as the value of worker outside wages. For instance
outside wages shape surplus division in bargaining, or shape wages required to dissuade shirk-
ing.

A.1 Common Set Up

We consider an infinite horizon model in continuous time. There is a unit mass of workers.
Each worker has a type g ∈ {f,m}, and ρg > 0 is the measure of type g workers. Workers
produce output when matched with a firm. Each firm belongs to one of N sectors. An
unemployed worker gets a flow payoff of bg and encounters a vacancy at rate p. The vacancy
belongs to sector n with probability

ξgn ≡ λgn · ρ̃n∑
j λgj · ρ̃j

(A.1)

where ρ̃n is the (endogenous) measure of sector n vacancies and λgn ≥ 0 are weighting pa-
rameters that allow a generalization of matching beyond uniform random. Importantly, these
weighting parameters allow us to capture the empirical fact that employment distributions
vary greatly with gender.1 There are many ways to interpret the weighting parameters; they
may reflect pure gender discrimination in terms of employment barriers (as opposed to wage
levels), they could reflect gender identities associated with particular jobs (Akerlof and Kran-
ton (2000)), or they could arise from the search technology whereby information about job
vacancies arrives via social networks (Bayer et al. (2008), Munshi (2003)), and males and
females are embedded in different networks (Brashears (2008)).

Thus type g workers encounter vacancies in n at rate pgn ≡ pξgn and vacancies in n
encounter type g workers at rate p̃gn ≡ pξgn · (µg/ρ̃n) where µg is the measure of unemployed
workers of type g.

A vacancy entails a flow cost of κn for the firm. A worker-firm pair separate for exogenous
reasons at rate s. The future is discounted at rate r.

A.1.1 Values

Suppose that in equilibrium a match generates utility of ugn for the worker and profit vgn
for the firm (these are endogenously determined below). Let (Vgn, Ug) denote the equilibrium
values for a type g worker that is employed in sector n, and that is unemployed respectively.
Let (Ṽgn, Ũn) denote the equilibrium values for a firm in sector n when employing a type
g worker, and when holding a vacancy respectively. Then, assuming for simplicity that all
encounters result in a match, given a vector of vacancy measures, {ρ̃n}, the (5N + 2) values

1Consistent with Sorkin (2017), differences in employment distributions will arise because of opportunities
rather than preferences.
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simultaneously satisfy the following (5N + 2) equations:

rVgn = ugn + s · [Ug − Vgn] (A.2)

rUg = bg +
∑
j

pgj · [Vgj − Ug] (A.3)

rṼgn = vgn + s · [Ũn − Ṽgn] (A.4)

rŨn = −κn +
∑
g

p̃gn · [Ṽgn − Ũn]. (A.5)

The N vacancy measures, {ρ̃n}, are determined by the N free-entry conditions:

Ũn = 0. (A.6)

A.1.2 Steady State

In the steady state, the measure of each type of worker in each sector is constant over time.
Let πij be the steady state employment share so that equating inflows and outflows requires:

µg · p · ξgn = s · (ρg − µg) · πgn. (A.7)

The steady state condition alone delivers two results. First, dividing by ρg and summing
over n gives the steady state unemployment rate:

µg
ρg

=
s

s+ p
. (A.8)

Substituting this back implies that, in the steady state, exposure equals employment shares:

ξgn = πgn. (A.9)

A.1.3 Conditional Values

Given utilities and profits, {ugn, vgn}, we can solve for the steady state values as follows.

rVgn =
r

r + s
· ugn +

s

r + s
· [ r + s

p+ r + s
· bg +

p

p+ r + s
·
∑
j

πgj · ugj ] (A.10)

rUg =
r + s

p+ r + s
· bg +

p

p+ r + s
·
∑
j

πgj · ugj (A.11)

rṼgn =
r

r + s
· vgn (A.12)

rŨn = 0. (A.13)

Firms are clearly willing to match with any worker they encounter. A worker is willing to
match with any vacancy they encounter if the smallest value of Vgn is no less than Ug. That
is, if

min
n

{ugn − bg} ≥ p

p+ r + s
·
∑
j

πgj · [ugj − bg].

We now present two versions of how utilities and profits are determined.
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A.2 Bargaining

In the spirit of Pissarides (2000), suppose that a worker of type g in sector n produces an
output valued at ygn. Worker flow utility is their wage and firm flow profits are output net of
the wage:

ugn = wgn (A.14)

vgn = ygn − wgn. (A.15)

The wage is determined by generalized Nash bargaining where ϕ is the relative bargaining
power of workers:

(1− ϕ) · [Vgn − Ug] = ϕ · [Ṽgn − Ũn]. (A.16)

Proposition 1 Under bargaining, equilibrium wages satisfy the ‘social interactions’ form,
(2), where exposure coincides with employment shares

ξgn = πgn, (A.17)

the industry effects are

ψgn = ϕ · ygn + (1− ϕ) · r + s

p+ r + s
· bg, (A.18)

and the parameter of interest is:

δ =
(1− ϕ) · p
r + s+ p

. (A.19)

Proof. First, (A.17) comes straight from (A.9). Equations (A.18) and (A.19) are straight-
forward consequences of (A.10)-(A.16). □

A.3 Efficiency Wages

In the spirit of Shapiro and Stiglitz (1984), suppose that workers must exert costly and non-
verifiable effort in order to produce output. Given an effort of e, a worker of type g in sector n
produces an output of y(θgn, e) where y is differentiable with yθ, ye > 0, yθe > 0, and yee ≤ 0.
Given effort, e, and a wage, wgn, worker flow utility is wgn − c(e) where ce > 0 and cee ≥ 0
(where yee < cee so that the surplus-maximizing effort is well-defined). Firm flow profits are
y(θgn, e)− wgn.

Employment is governed by relational contracts. Such a contract specifies a wage and
effort, (w, e), and involves the worker being fired if they are caught shirking. A shirking
worker is detected at a rate d. Each firm maximizes profits subject to a no-shirking incentive
constraint:

V (w, e) ≥ V S(w) (A.20)
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where V (w, e) is the value of working under (w, e) and V S(w) is the value of shirking. These
satisfy

rV (w, e) = w − c(e) + s · [Ug − V (w, e)] (A.21)

rV S(w) = w + (s+ d) · [Ug − V S(w)]. (A.22)

That is, incentive compatibility requires

w ≥ wg(e) ≡
1

φ
· c(e) + r · Ug, (A.23)

where

φ ≡ d

r + s+ d
. (A.24)

The problem for the firm is equivalent to choosing (w, e) to maximize flow payoffs, y(θgn, e)−w,
subject to (A.23). The optimal effort, egn, satisfies the first-order condition:

ye(θgn, egn) =
1

φ
· ce(egn). (A.25)

This implies that egn is increasing in θgn. The optimal wage is the one that makes the incentive
constraint bind:

wgn =
1

φ
· c(e∗gn) + r · Ug. (A.26)

Subtract wgn/φ from both sides and re-arrange to get

ugn ≡ wgn − c(egn) = (1− φ) · wgn + φ · r · Ug. (A.27)

Proposition 2 Under efficiency wages, equilibrium wages satisfy the ‘social interactions’
form, (2), where exposure coincides with employment shares

ξgn = πgn, (A.28)

the industry effects are

ψgn =
1

φ
· c(egn) + (1− δ) · bg, (A.29)

where egn satisfies (A.25), and the parameter of interest is:

δ =
p

r + s+ d+ p
. (A.30)

Proof. First, (A.17) comes straight from (A.9). Equations (A.29) and (A.30) are straight-
forward consequences of (A.26), (A.27), and (A.11). In particular, use (A.27) in (A.11) to
get

rUg =
r + s

p+ r + s
· bg +

p

p+ r + s
·
∑
j

πgj · (1− φ) · wgj +
p

p+ r + s
· φ · r · Ug. (A.31)
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Solve this for rUg and use in (A.26). □
The intuition here is that a firm has to pay a worker enough to incentivize them to exert

the desired effort. The amount that must be paid is increasing in the desired effort (which
itself is increasing in the productivity term θgn) and in the quality of outside options (which
takes into account wages and efforts in other firms). That is, if firms in industry 1 experience
a productivity boost then they optimally require their workers to exert more effort. This
requires they pay them a higher wage. The higher wage covers the disutility of the extra
effort but also an additional amount to account for the additional incentive to shirk. Thus,
the utility of workers in industry 1 increases. Workers in industry 2 will now require a higher
wage in order to dissuade shirking, owing to their improved outside option, and so on.

B Data

B.1 Census Data

The Census data was obtained with extractions done using the IPUMS system (see Ruggles
et al. (2010). The files were the 1980 5% State (A Sample), 1990 State, 2000 5% Census
PUMS, and the 2009-2010-2011 American Community Surveys. The initial extraction includes
all individuals aged 22 - 54 not living in group quarters. All calculations are made using the
sample weights provided. We focus on the log of hourly wages, calculated by dividing wage
and salary income by annual hours worked (usual hours worked × annual weeks worked). We
impute incomes for top coded values by multiplying the top code value in each year by 1.5.
Since top codes vary by State in 1990 and 2000 Census and thte 2009-2010-2011 ACS, we
impose common top-code values of 140, 000 in 1990, 175, 000 in 2000 and 200, 000 in the ACS.

A consistent measure of education is not available for these Census years. We use indicators
based on the IPUMS recoded variable EDUCREC that computes comparable categories from the
1980 Census data on years of school completed and later Census years that report categorical
schooling only. To calculate potential experience (age minus years of education minus six), we
assign group mean years of education from Table 5 in Park (1994) to the categorical education
values reported in the 1990 and 2000 Censuses and the ACS.

Local labour markets defined by commuting zones are based on Dorn (2009) and Autor
and Dorn (2013) and constructed using the code/data generously provided by David Dorn on
his website. As a robustness check, we also use ‘cities’ defined either by CMSAs as described
in Doms and Lewis (2006) or SMSAs as described in Beaudry et al. (2012). Code for both
definitions was generously provided by Ethan G. Lewis. We further restrict our analysis to
the 100 largest cities based on population estimates from 1980.

We use an industry coding that is consistent across Censuses and is based on the IPUMS
recoded variable IND1990, which recodes census industry codes to the 1990 definitions. We
aggregate this variable into 45 detailed industry groups based on standard BLS definitions

We also use an industry coding that is consistent across Censuses and is based on the
IPUMS recoded variable IND1950, which recodes census industry codes to the 1950 definitions.
This generates 144 consistent industries.2 In addition, we use the industry crosswalks provided
by by David Dorn on his website to produce the variable ind1990dd which are based on the
1990 Census industry definitions.

2See http://usa.ipums.org/usa-action/variableDescription.do?mnemonic=IND1950 for details.
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For all analysis using wage data, we further restrict the sample to those (1) currently
employed at the time of the census, (2) with positive wage and salary income. In some
specifications, we restrict attention to those who are full-time, full year worker, defined as a
worker who usually works 35 hours per week and worked at least 40 weeks in the year prior
to the Census. The ACS does not contain a continuous measure of weeks worked in the year
prior to the survey after 2008. Instead, an interval of weeks worked is provided. We convert
this into a continuous measure by taking the mid-point in each interval.

B.2 Merged Outgoing Rotation Group Current Population Survey

MORG CPS data from 1979-2018 are downloaded from the NBER3 Our initial extractions
included all individuals between the ages of 22-54. Prior to 1992, education was reported
as the number of completed years. In 1992 and after, education is reported in categories as
the highest grade/degree completed. We convert categories to years of completed school in
the post-1991 data based on Park (1994). The construction of our wage data closely follows
Lemieux (2006). Wage data is based on those who report employment in reference week. In
all wage calculations, we set allocated wages to missing. Our hourly wage measure is based on
reported hourly wage for those who report hourly payment and not adjusted for topcoding.
For workers who are not paid hourly:

1. We use edited weekly earnings. For the years 1984-1986, we use unedited earnings due
to the higher topcode value.

2. Adjust topcoded wages by a factor of 1.4.

3. Divide the result by usual hours worked per week.

C Further Details on Construction of Motivating Figures

Motivating Figures 1, 2 and 3 are based on the MORG CPS 1979-2018 sample described in
Appendix B.2. Figure 2 requires the calculation of industry shares by gender and industrial
premia. For the former, we compute the fraction of hours worked in each by gender and year,
and smooth the shares with a 2 year rolling average. We denote the fraction of hours worked
in an industry-year by πgn for (g ∈ {female,male}) and the ‘femaleness’ of an industry by
their difference. For the latter, we estimate a log wage regression year-by-year, using provided
sampling weights multiplied by usual hours worked:

lnWi = X ′
iβ + dn + α · femalei + ϵi, (C.32)

where dn are industry fixed effects (45 categories), femalei is a female indicator, and Xi

contains an education indicator (5 categories), age group dummies (6 categories), their inter-
action, dummies for race (White, black, other), and occupation indicators (4 categories). The
estimated coefficients on the industry fixed effects are used as relative industrial wages.4

3Links are http://www.nber.org/data/cps may.html and http://www.nber.org/data/morg.html
4Figure 2 doesn’t require annual data and could be constructed with the Census data we use in our main

analysis. The results are remarkably similar and are available from the authors upon request.
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Figure 3 plots the time series of the within-industry wage gap and the exposure gap. The
within-industry gender wage gap is the estimate of α that comes from the above regression.
The exposure gap is

∑
j(πfj − πmj) · dj , where πgn are calculated as described above.

Figure 4 is based on US Census and ACS data. It is constructed by first estimating
equation (15) by year to obtain ωgnc, regression adjusted gender×CZ×industry wages. Using
these, we calculate within-industry gender gaps at the CZ-year level: ω∗

nct ≡ ωfnct−ωmnct for
(g ∈ {female,male}). Next, we extract the CZ level within-industry gender gap by estimating:

ω∗
nc = Dnt +Dct + ϵ∗nct (C.33)

using the size of the nct-cell as weights. The coefficients on the CZ dummies (Dct) are the
regression adjusted, within-industry, commuting-zone level gender gaps. CZ level exposure
differences are calculated as in section 4.

D Further Robustness

D.1 Rotemberg Summary

Tables D.1 and D.2 present a summary of Rotemberg weights in the style of Goldsmith-
Pinkham et al. (2020) produced with code provided by those authors and adapted to our data
structure. Panel A of D.1 reports the share and sum of negative weights, which have a nearly
90 percent positive share. Panel B reports the correlation of the Rotemberg weights (αn),
national level shock (∆n), just identified estimates βn, the just identified first-stage F -statistic
(Fn) and the variation of share-gaps across locations Var(π∗n). Panel C reports variation in the
weights across years, showing that nearly all of the variation comes from the 1980s and 2000s.
Panel D reports the top ten industries according to the Rotemberg weights. The ∆dn is the
national industry premia growth rate, βn is the coefficient from the just-identified regression.
Panel E reports statistics about average estiamtes by the positive and negative Rotemberg
weights. Table D.2 replicates this exercise with the fixed-share version of the instrument,
discussed in the main text.

Table D.3 reports the correlation between commuting zone level variables and the share-
gaps (π∗nt) for the industries with the top-5 highest Rotemberg weights. The table is based on
Table A2 of Goldsmith-Pinkham et al. (2020). Each column is a separate regression, pooling
three cross sections. The regression is of t + 1 characteristics on t share-gaps π∗nt. Each
regression also includes a separate intercept for each decade. Standard errors are clustered
at the state level. The R2 of each regression, reported in the final row, show that there is
substantial correlation between share-gaps and demographics. In particular, commuting zone
size and the fraction of college graduates.

D.2 Instrument Sensitivity

D.2.1 Sensitivity to high-Rotemberg weight industries

To assess the sensitivity of our estimates to high-Rotemberg weight industries, we perform
several specification checks in Table D.4. Columns (1)-(4) display two-stage least-squares
estimates with different forms of our baseline instrument, ZIndex

ct . In column (1), we simply
remove the Top-5 Rotemberg industries from our index. In column (2), we use only the Top-
5 Rotemberg weight industries. In column (3), we use both of these instruments, entered
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Table D.1: Summary of Rotemberg Weights

Panel A: Negative and positive weights
Sum Mean Share

Negative -0.126 -0.008 0.101
Positive 1.126 0.034 0.899
Panel B: Correlations of Industry Aggregates

αn ∆dn βn Fn Var(π∗
n)

αn 1
∆dn -0.138 1
βn 0.018 0.071 1
Fn 0.168 -0.098 0.077 1
Var(π∗

n) 0.029 0.072 0.515 -0.015 1
Panel C: Variation across years in αn

Sum Mean

1990 0.615 0.013
2000 0.068 0.001
2010 0.317 0.007
Panel D: Top 10 Rotemberg weight industries

α̂n ∆dn β̂n Fn

motor vehicles, equipment 0.192 -0.063 0.567 14.401
apparel and other textiles 0.175 -0.036 0.749 59.731
mining 0.108 0.089 0.083 17.834
construction 0.094 0.019 0.514 9.524
primary metals 0.085 -0.044 0.420 12.253
justice, public order 0.082 0.075 0.740 26.785
insurance and real estate 0.048 0.070 0.547 27.048
health services, except hospitals 0.040 0.045 0.722 6.677
hospitals 0.038 0.061 0.064 1.999
paper and allied products 0.035 0.046 0.595 18.601
Panel E: Estimates of βn for positive and negative weights

α-weighted Sum Share of overall β Mean

Negative -0.117 -0.253 0.016
Positive 0.581 1.253 0.562

Notes: This table reports statistics about the Rotemberg weights, based on Goldsmith-Pinkham et al. (2020) and
produced using their accompanying software. In all cases, we report statistics about the aggregated weights with
normalized growth rates, where we aggregate a given industry across years, as discussed in?. Panel A reports the
share and sum of negative weights. Panel B reports correlations between the weights (αn), the national component
of growth (∆dn), the just-identified coefficient estimates (βn), the first-stage F -statistic of the industry share
(Fn), and the variation in the industry shares across locations (Var(π∗

n)). Panel C reports variation in the weights
across years. Panel D reports the top five industries according to the Rotemberg weights. The ∆dn is the national
industry growth rate, β̂n is the coefficient from the just-identified regression, the 95 percent confidence interval is
the weak instrument robust confidence interval using the method from Chernozhukhov and Hansen (2008) over
a range from −10 to 10, and Ind. Share is the industry share (multiplied by 100 for legibility). Panel E reports
statistics about how the values of βn vary with the positive and negative Rotemberg weights.
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Table D.2: Summary of Rotemberg Weights

Panel A: Negative and positive weights
Sum Mean Share

Negative -0.140 -0.009 0.109
Positive 1.140 0.036 0.891
Panel B: Correlations of Industry Aggregates

αn ∆dn βn Fn Var(π∗
n)

αn 1
∆dn -0.155 1
βn -0.045 0.715 1
Fn 0.330 -0.106 0.023 1
Var(π∗

n) -0.007 -0.061 -0.000 -0.056 1
Panel C: Variation across years in αn

Sum Mean

1990 0.461 0.010
2000 0.037 0.001
2010 0.502 0.010
Panel D: Top 10 Rotemberg weight industries

α̂n ∆dn β̂n Fn

motor vehicles, equipment 0.236 -0.068 0.528 8.202
justice, public order 0.128 0.074 0.703 34.392
primary metals 0.121 -0.044 0.495 28.585
apparel and other textiles 0.119 -0.039 0.704 31.504
mining 0.115 0.113 0.741 9.209
health services, except hospitals 0.057 0.040 0.796 17.942
construction 0.054 0.016 0.400 3.922
hospitals 0.045 0.062 -0.522 2.388
insurance and real estate 0.040 0.055 0.514 18.769
personal services (non-private household) 0.027 0.027 0.597 7.009
Panel E: Estimates of βn for positive and negative weights

α-weighted Sum Share of overall β Mean

Negative -0.116 -0.251 1.188
Positive 0.578 1.251 0.376

Notes: This table reports statistics about the Rotemberg weights, based on Goldsmith-Pinkham et al. (2020) and
produced using their accompanying software. In all cases, we report statistics about the aggregated weights with
normalized growth rates, where we aggregate a given industry across years, as discussed in Goldsmith-Pinkham
et al. (2020). Panel A reports the share and sum of negative weights. Panel B reports correlations between the
weights (αn), the national component of growth (∆dn), the just-identified coefficient estimates (βn), the first-
stage F -statistic of the industry share (Fn), and the variation in the industry shares across locations (Var(π∗

n)).
Panel C reports variation in the weights across years. Panel D reports the top five industries according to the
Rotemberg weights. The ∆dn is the national industry growth rate, β̂n is the coefficient from the just-identified
regression, the 95 percent confidence interval is the weak instrument robust confidence interval using the method
from Chernozhukhov and Hansen (2008) over a range from −10 to 10, and Ind. Share is the industry share
(multiplied by 100 for legibility). Panel E reports statistics about how the values of βn vary with the positive and
negative Rotemberg weights.
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Table D.3: Relationship between gender-industry share gaps and characteristics

Mining Primary Metals Motor Vehicles Apparel Justice

(1) (2) (3) (4) (5)

Female employment share 0.22 -0.19∗ -0.11 -0.065 -0.060
(0.35) (0.11) (0.22) (0.10) (0.099)

Fraction College -0.26∗∗ 0.088∗∗ -0.19∗∗ -0.023∗∗ 0.071∗∗

(0.053) (0.027) (0.050) (0.011) (0.022)

Fraction Black 0.062∗∗ 0.017 0.11∗∗ -0.0036 0.037∗∗

(0.020) (0.012) (0.018) (0.0085) (0.013)

Fraction Married -0.12∗ -0.0076 0.078∗ 0.080∗∗ 0.039
(0.065) (0.025) (0.045) (0.016) (0.031)

Unemployment Rate 0.28∗ -0.17∗∗ -0.18 0.027 -0.0074
(0.16) (0.079) (0.14) (0.032) (0.042)

Fraction Forn born 0.057∗ 0.055∗∗ -0.014 -0.025∗∗ 0.090∗∗

(0.032) (0.014) (0.020) (0.0091) (0.017)

Log CZ size 0.0094∗∗ -0.0038∗∗ 0.0022∗ 0.0011∗∗ -0.0050∗∗

(0.0015) (0.0011) (0.0012) (0.00031) (0.00099)

Female Participation 0.48∗∗ 0.0095 -0.013 0.052 0.062
(0.18) (0.045) (0.083) (0.048) (0.057)

Constant -0.44∗∗ 0.079∗∗ 0.032 -0.086∗∗ -0.026
(0.069) (0.022) (0.043) (0.017) (0.029)

Observations 1845 1894 2046 2223 1690
R2 0.35 0.16 0.28 0.17 0.14

Notes: The dependent variable is the the share-gaps (π∗
nt) at the commuting zone level for the industries with

the top-5 highest Rotemberg weights. The table is based on Table A2 of Goldsmith-Pinkham et al. (2020). Each
column is a separate regression, pooling three cross sections. The regression is of t+ 1 characteristics on t share-
gaps π∗

nt. Each regression also includes a separate intercept for each decade. Standard errors are clustered at the
state level.
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separately. While the estimates in column (1) are near our baseline estimates, it is slightly
lower than the estimates in column (2). The over-identification test, reported in the last
row of Column (3), indicates that the estimates in column (1) and (2) are not statistically
different from one another. In column (4), we use the only the Top-5 industries to construct
our instrument, but remove these industries in our estimation– which emphasises the spill-over
of these industries to gender gaps in other industries.

D.2.2 Sensitivity to fixed-shares

Goldsmith-Pinkham et al. (2020) recommend fixing the shares in the shift-share instruments
to some base year. Our baseline empirical work allows the shares vary by decade, which
allows for more predictive power in our first-stage. To assess the sensitivity of our results
to fixed-shares, we construct an analogous instrument using 1980 shares. Column (5) of
Table D.4 displays the fixed-share result analogous to our baseline specification in column
(4) of Table 1, and is very similar. A summary of the Rotemberg weights for our fixed-
shares instrument can be found in Table D.2 of Appendix D.2. The Top-5 Rotemberg weight
industries using fixed-shares coincide closely to those of our baseline instrument; they include:
motor vehicles and equipment, apparel and textile products, mining, Justice, and primary
metals. For completeness, columns (6)-(9) show the same robustness checks for the fixed-
shares instrument as columns (1)-(4).

D.3 Robustness to city and industry definitions

As a baseline, and following much of the literature after Autor and Dorn (2013), we use com-
muting zones to proxy for local labour markets. These geographical units have the advantage
of covering all of the United States, but vary greatly in population density and urbaniza-
tion. We assess the sensitivity of our results to density or urban/rural divide by splitting our
sample of into the 100 largest commuting zones, based on 1980 population, and commuting
zones outside the 100 largest. Column (1) and (2) of Table D.5 shows that this the results
are nearly identical between larger and smaller commuting zones. In columns (3) and (4), we
use as local labour markets “cities” defined by the 1990 definition of Standard Metropolitan
Statistical Areas (SMSA) or 1999 definition of Consolidated Metropolitan Statistical Areas
(CMSA).5 CMSA definitions produce larger cities, on average, because these definitions may
combine several SMSAs. Working with these alternative definitions of local labour markets
has virtually no impact on our estimates.

In the last two columns of Table D.5, we again use commuting zones as our geographical
unit, but we change the number of industry groups. Our baseline industrial classification
uses 45 industries, which we chose to balance the size of commuting zone-industry cells with
industrial detail. Increasing the number of industrial groups results in many smaller CZ-
industry cells, but the trade-off of greater detail may provide better measurement of industrial
premia. We assess the sensitivity of our results two more disaggregate industrial classifications.
First, we use the IPUMS constructed variable ind1950, which recodes census industry codes
to the 1950 definitions and generates 144 consistent industries groupings. Finally, we use the
industrial classifications based on he 1990 Census constructed by David Dorn, which includes

5Additional details on construction can be found in Appendix B.1.
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236 industrial groups.6 These results, presented in columns (5) and (6) of Table D.5, are
similar to those reported in Table 1.

Table D.5: Robustness: Sensitivity of Location and Industry Definitions

Commuting Zones SMSAs CMSAs Industry

(1) (2) (3) (4) (5) (6)
100 Largest Excl. 100 Largest ind1950 ind1990dd

∆w̄∗
ct 0.47∗∗ 0.46∗∗ 0.43∗∗ 0.49∗∗ 0.40∗∗ 0.37∗∗

(0.087) (0.14) (0.099) (0.082) (0.086) (0.079)

Obs. 8911 18715 7427 5845 29520 26205
R2 0.053 0.038 0.051 0.059 0.026 0.021

Fixed Effects:
Ind.× Year Yes Yes Yes Yes Yes Yes

Controls
Baseline Yes Yes Yes Yes Yes Yes

First-Stage:
ZIndex
ct,female 2.71∗∗ 4.12∗∗ 3.40∗∗ 4.53∗∗ 4.26∗∗ 4.18∗∗

(0.99) (0.82) (0.96) (0.97) (0.50) (0.55)
ZIndex
ct,male -3.88∗∗ -4.78∗∗ -4.16∗∗ -5.37∗∗ -4.23∗∗ -4.14∗∗

(0.84) (0.48) (0.60) (0.67) (0.51) (0.51)
F -Stat. 18.64 77.14 47.24 47.52 39.53 35.07
p-val 0.00 0.00 0.00 0.00 0.00 0.00
Over-id. p-val 0.01 0.53 0.84 0.82 0.31 0.95

Notes: This table displays results from the estimation of equation (15) via 2SLS using US Census and ACS
from 1980-2010. Standard errors, in parentheses, are clustered at the state (columns 1, 2, 5 and 6), SMSA
(column 3), or CMSA (column 4) level. (*) and (**) denote significance at the 10% and 5% level,
respectively. The dependent variable is the decadal change in in the commuting zone/city-industry gender
gap. Baseline controls include the start of the period log commuting zone/city size, unemployment rate of
each gender, fraction of foreign born, and the ratio college to non-college workers. Regressions weighted by
the start of period size of the commuting zone/city-industry. First-stage coefficients and diagnostics are
reported in the bottom panel.

D.4 Sub-sample Analysis

Column (1) of Table D.6 shows the estimate of δ for those with a High School degree or less,
which is very similar to our baseline population estimate in column (5) of Table 1. Column
(2) presents the results for those with a college degree or more. When we focus on this
smaller subgroup, we lose a great deal of observations and are left with just 8,234 commuting
zone-industry cells. Additionally, the strength of first-stage falls; the F -statistic on the joint
significance of each instrument is 3.36, indicating a weak instrument problem. The second-
stage estimate of δ is small and not significantly different from zero, but is also imprecisely
estimated. Given the strength of the first-stage, we are unable to determine whether the

6These industry codes can be found on David Dorn’s webpage: https://www.ddorn.net/data.htm.
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difference in the estimated coefficient between the education subsamples is result of a lack of
identification or whether our mechanism fails to apply to college workers. Column (3) shows
the estimates for all workers, which are slightly lower than in our baseline sample that consists
of workers with less than college.

Columns (5) and (6) of Table D.6 shows results estimated separately by younger (less
than 35 years old) and older workers. On the one hand, younger workers may be less sensitive
to the local forces emphasised in our framework if younger groups are more mobile. On the
other hand, this group maybe more sensitive if younger workers’ wages are more directly
related to current labor market conditions (Oreopoulos et al., 2012). These results suggest
that outside job prospects might have a stronger impact on wages of younger compared to
older workers. Finally, we split our sample based on marital status. For instance, one might
expect that married women may be more mismatched to the local labour market compared
to men, if location decisions are based on the husband. We find no substantiate differences in
our estimates between these subsamples.

Table D.6: Robustness: Subsample Analysis

≤ High School College All Age < 35 Age ≥ 35 Married Single

(1) (2) (3) (4) (5) (6) (7)

∆w̄∗
ct 0.42∗∗ 0.028 0.32∗∗ 0.53∗∗ 0.36∗∗ 0.42∗∗ 0.47∗∗

(0.10) (0.39) (0.090) (0.088) (0.085) (0.077) (0.13)

Obs. 17067 8234 33660 11402 17183 18941 10127
R2 0.048 0.005 0.031 0.061 0.042 0.050 0.052

Fixed Effects:
Ind.× Year Yes Yes Yes Yes Yes Yes Yes

Controls
Baseline Yes Yes Yes Yes Yes Yes Yes

First-Stage:
ZIndex
ct,female 3.05∗∗ 0.30 2.11∗∗ 1.55 3.79∗∗ 3.66∗∗ 0.47

(0.63) (0.44) (0.76) (1.01) (0.75) (0.74) (1.37)
ZIndex
ct,male -4.28∗∗ -0.94∗∗ -3.41∗∗ -3.90∗∗ -4.01∗∗ -4.09∗∗ -2.87∗∗

(0.61) (0.39) (0.53) (0.74) (0.53) (0.53) (1.42)
F -Stat. 24.76 3.36 50.55 14.90 34.74 31.98 10.69
p-val 0.00 0.04 0.00 0.00 0.00 0.00 0.00
Over-id. p-val 0.36 0.47 0.41 0.25 0.65 0.20 0.16

Notes: This table displays results from the estimation of equation (15) via 2SLS using US Census and ACS
from 1980-2010. Standard errors, in parentheses, are clustered at the state level. The dependent variable is
the decadal change in in the CZ-industry gender gap for the indicated subsample. Baseline controls include
the start of the period log CZ size, unemployment rate of each gender, fraction of foreign born, and the ratio
college to non-college workers. Regressions weighted by the start of period size of the industry-CZ.
First-stage coefficients and diagnostics are reported in the bottom panel.
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D.5 Selection Correction: Mulligan and Rubinstein (2008)

We implement the Heckman-two-step procedure in the same manner as described in Mulligan
and Rubinstein (2008), except for small changes due to the fact that we use a different data
source and have a different outcome equation.

1. Following (Mulligan and Rubinstein, 2008), we assume that men’s inverse Mill’s ratio
(IMR) is zero, or that men have no selection bias.

2. We form an variable for the number of children in the household under 5 years old. The
categories are zero, 1, 2, 3, and 4 or more.

3. We estimate a first-stage probit equation where the dependent variable is an indicator
for a women working with a valid wage. The right hand side of the probit contains all
of the demographic variables we use in our baseline procedure described in the text,
but additionally includes an indicator for marriage and a marriage-number of children
interaction. This latter interaction becomes the exclusion restriction, as in Mulligan
and Rubinstein (2008).

4. To be consistent with our second stage, we allow the effects marriage and the marriage-
children interaction on working to vary by education level (4 groups) by fully interacting
these variables with education. This is a slight departure from Mulligan and Rubinstein
(2008).

5. Having estimated the probit, we construct an estimated IMR for women, and include
this in our first-stage regression adjustment procedure described in the text. When
including the estimated IMR and a marriage indicator, we allow the coefficients on
these variables to vary by education. This is a slight generalization of Mulligan and
Rubinstein (2008), who restrict the selection effect to be the same for education groups,
but is consistent with the arguments of Machado (2012) who suggest that imposing the
same selection function for all women is overly restrictive.

Our first-stage results with the inclusion of the IMR ratio are generally consistent with
Mulligan and Rubinstein (2008). In particular, we find that the coefficient on the IMR switches
signs from negative in the early Census years to positive in the most recent, particularly for
those with less education. The fact that the inclusion of the IMR does not impact our point
estimates of δ may not be surprising since we rely on quite different variation compared to
Mulligan and Rubinstein (2008), and our control for city-level participation does not have
much impact. It should also be noted that there is an ongoing debate about the Mulligan
and Rubinstein (2008) claim that the narrowing of the gender gap is completely explained
by selection. Machado (2012) and Herrmann and Machado (2012) question the identification
strategy of Mulligan and Rubinstein (2008), suggesting that imposing the same selection rule
for all women is overly restrictive and that family structure is correlated to pre-labor market
characteristics. Machado (2012) shows that the gender gap declines for a sub-sample of ‘always
working’ women (women with children who would likely work if they did not have children)
and Chandrasekhar et al. (2012) use a bounding technique to show that a decline in the
gender gap cannot be rejected in the Mulligan and Rubinstein (2008) data. Bar et al. (2015)
argue that Mulligan and Rubinstein (2008) results are biased and overstate the importance
of selection in explaining the decline in the gender gap.
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E Decomposition of Exposure Gaps

E.1 Decomposing Exposure Differences Over Time

If the exposure gap plays such an important role, then one would naturally like to better
understand the drivers of this variable’s evolution. To this end, we decompose the gender
exposure gap to get a sense of the relative importance of changing employment distributions
and changing industrial wages. As described in the Introduction, given a vector of date t
relative industry wages dt and a vector of national employment distributions by gender, πgt,
the national gender exposure gap is

ExposureGapt ≡ [πft − πmt]︸ ︷︷ ︸
π∗
t

·dt. (E.34)

To help interpret changes in Et recall that a typical element of π∗t –i.e. πfnt−πmnt–is a measure
of the excess exposure of women to industry n in year t. We can decompose the evolution
of ExposureGapt into parts due to changes in industry wages, to changes in employment
distributions (“exposure”), and to the joint change in these (“interaction”). Specifically, pick
some fixed year, t̄, and decompose:

∆ExposureGapt = [π∗t − π∗t̄ ] · dt̄︸ ︷︷ ︸
∆Exposure

+πgap
t̄

· (dt − dt̄)︸ ︷︷ ︸
∆Wages

+ [π∗t − π∗t̄ ] · [dt − dt̄]︸ ︷︷ ︸
Interaction

. (E.35)

The ∆Exposure component tells us the change in the exposure gap had only employment
distributions changed, the ∆Wages component tells us the change in the exposure gap had
only wages changed, and the interaction component tells us the additional consequences
of both changing. From another perspective, the ∆Wages component captures the extent to
which relative industrial wages shifted toward initially female jobs. This is the variation used
by our instrument, Zgct discussed in section 4.2. The ∆Exposure component captures the
extent to which jobs that became more female were initially good jobs. The interaction
component captures the extent to which jobs that became more female were ‘improving’ jobs
(i.e. those experiencing a relatively large improvement in relative wages).

Since the ∆Exposure component is the only component to use a time-invariant set of in-
dustry wages, only it can be further decomposed to give a sense of the evolution of wage levels.
Specifically, we can measure whether a larger exposure component is due to women moving
into initially better jobs or due to men moving into initially worse jobs. The decomposition
is:

[π∗t − π∗t̄ ] · dt̄ = [πft − πf t̄] · dt̄︸ ︷︷ ︸
∆Exposurefemale

− [πmt − πmt̄] · dt̄︸ ︷︷ ︸
∆Exposuremale

(E.36)

The components of decomposition (E.35) are displayed in Figure E.1, using the CPS data
with t̄ = 1979. We see that wage changes have played a very important role, especially since
the mid 1980s. Both ∆Wages and ∆Exposure contributed to the narrowing of the exposure
gap between the mid-1980s and mid-1990s, but the effect of ∆Wages was twice as large. The
interaction effect played no role during this episode.

Interestingly, the slowdown in the narrowing of the exposure gap (and thus the pay gap)
since the mid-1990s seems entirely due to a slowdown in the ∆Exposure component and an
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Figure E.1: Decomposing Changes in the Exposure Gap
Notes: The figure uses data from Outgoing Rotation Group (ORG) Supplements of the Current Population
Survey. The figure displays each component of the decomposition given in equation (E.35). Industry categories
are aggregated into 45 industry groups (details are provided in Appendix C).
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Figure E.2: Decomposing the Exposure Component
Notes: The figure uses data from Outgoing Rotation Group (ORG) Supplements of the Current Population
Survey. The figure displays each component of the decomposition given in equation (E.36). Industry categories
are aggregated into 45 industry groups (details are provided in Appendix C).

actual decline in the interaction component. That is, exposure changes continued to favour
industries that were initially more female, but this was offset by two forces: the jobs that were
becoming increasingly female (i) ceased being those that were relatively high paying, and (ii)
started becoming those that were ‘declining’ (in the sense of experiencing the largest declines
in in relative wages).

To unpack the ∆Exposure, Figure E.2 shows its decomposition into male and female
parts. We see that the rise of the ∆Exposure component until the mid-1990s was due
mostly to men shifting out of jobs that were initially good. It appears that women saw a
modest shift toward better jobs, but by the mid-1980s women too had started to shift out
of jobs that were initially good. The period between the mid-1980s and the mid-1990s thus
saw initially good jobs become more female because men were moving out of such jobs faster
than were women. By the mid-1990s men and women were shifting out of initially good jobs
at around the same pace, leaving the overall ∆Exposure component relatively stable. This
decomposition provides evidence that is consistent with the rapid narrowing of the within-
industry pay gap in the 1980s being more about men losing out than women gaining. Indeed,
by the mid-1990s when the narrowing slowed, men and women had both experienced absolute
declines in the ∆Exposure component of exposure but men had lost almost three times as
much.
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To summarize, the period until the mid-1990s was characterized by initially male jobs with
falling relative wages to initially female jobs, and to a lesser extent because initially good jobs
became more female (owing to men shifting out of such jobs to a greater extent than women).
Since the mid-1990s relative wages continue to shift in favor of initially female jobs, but this
is partially offset by relative wages also shifting toward jobs that had become less female.
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